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Abstract

In this talk, we establish sufficient conditions for the existence and global
exponential stability of an equilibrium point x∗ of the following general neural
network model with infinity distributed delays

ẋi(t) = −ρi(t, xi(t))[bi(xi(t)) + fi(t, xt)], t ≥ 0, i = 1, . . . , n. (1)

We apply the general result to several delayed neural networks models,
such as Cohen-Grossberg neural networks, bidirectional associative memory
neural networks, and cellular neural networks with S-type distributed delays,
generalizing known results in the literature.

We emphasize that, contrary to the usual, we do not use Lyapunov func-
tionals to obtain our results, which can therefore be applied to a very general
setting.


