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Pioneer Neural Network Models

*Pioneer Models:
» Cohen-Grossberg (1983)

(0 =~ B0s(0) = S ash(6)). T=1...on ()
> Hopfield (1984)
x!(t) = —bi(xi(t)) + Za,'jhj(xj(t)), i=1,...,n (2)

where, n € N is the number of neurons;
d; amplification functions; b; controller functions;
h; activation functions; A = [ajj] connection matrix.
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> Kosko (1988)

Xj(t) = —xi(t) + > agf(yi(t) + i
j=1

1(6) = —yi(t) + Y byf (xi(t) + J;

Jj=1
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> Kosko (1988)

yi(t) = —yi(t) + Z bif (xi(t)) + J;

» Gopalsamy (2007)

Xj(t) = —xi(t—7)+ > afi(yi(t —6)) + I
=1 . i=1,...,m,

yi(t) = —yi(t =)+ bygi(xi(t — ) + Ji
j=1

In both cases: t > 0 and m € N.
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» Berezansky, Braverman, and Idels (2014)[1]

xi(t) = ri(t) <aiXi(f —7i(t) + > aifi(yi(t — G5(t))) + l,->

Jj=1

m ; (4)
yi(t) = pi(t) (bi)/i(f —#(t) + > bigi(x(t — oi(t)) + Ji>

Jj=1

[1] L.Berezansky, E. Braverman, and L. Idels, Appl. Math. Comput. 243 (2014) 899-910
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» Berezansky, Braverman, and Idels (2014)[1]

xi(t) = ri(t) <aiXi(f —7i(t) + > aifi(yi(t — G5(t))) + l,->

Jj=1

m ; (4)
yi(t) = pi(t) (bi)/i(f —#(t) + > bigi(x(t — oi(t)) + Ji>

Jj=1

» In [1] Berezansky et.al. studied

xi(t) = —ai(t)xi(t — 7i(t)) + > Fi(t,x(t —oy(t))), i=1,....,n (5)
j=1

where (n € N):

e 0<a; <a(t) <3

e 0<7(t)<7jand 0 <oj(t) <Tj; T7T:=max{T;,0;}

o |Fi(t, u)| < Ljjlul

[1] L.Berezansky, E. Braverman, and L. Idels, Appl. Math. Comput. 243 (2014) 899-910
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» Theorem 1 [1]: If the matrix

C= [CU]I,_[ 1’
where . | . |
3i(ai + Li)Ti + Li ailyTi+ Ly ., .
I(I II)I ii andc,j:— PiLighy Uv,#./’
a; a;
is a non-singular M-matrix, then system

Gi=1-

xi(t) = —ai(t)xi(t — 7i(t)) + Z Fii(t,xi(t —oi(t))), i=1,...,n

is globally exponentially stable,
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» Theorem 1 [1]: If the matrix

C= [CU]

ij=1’

where o _ 5. .=
g+ Li)Tit b g oo LTI Ly

a; a;
is a non-singular M-matrix, then system

Gi=1-

xi(t) = —ai(t)xi(t — 7i(t)) + Z Fii(t,xi(t —oi(t))), i=1,...,n

is globally exponentially stable,
i.e. there are C > 1 and A > 0 such that

Ix(t, to, p) — x(t, to, ¢)| < Ce A=) || — 9|,

v11‘0 > 07 VQO, ¢ € C([_?7 0]' ]Rn)

[1] L.Berezansky, E. Braverman, and L. Idels, Appl. Math. Comput. 243 (2014),899-910
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» At the end of [1], the authors provided a list with 9 open
problems:
2. Study global stability for the model

(1) = —ai(t)a(t — mi(t) + D Y Fult,x(t — o(t))),  i=1,....n

j=1 k=1

[1] L.Berezansky, E. Braverman, and L. Idels, Appl. Math. Comput. 243 (2014) 899-910
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» At the end of [1], the authors provided a list with 9 open
problems:

2. Study global stability for the model

X/ (t) = —ai(t)xi(t — 7i(t)) + ZZ Fi(t, x(t — op(t))), i=1,...,n

3. Derive sufficient stability test for

X (t) = —ai(t)xi(t — 7i(t)) + Z/ﬁ Fi(s.xi(s —oy(s))ds,  i=1,....n

[1] L.Berezansky, E. Braverman, and L. Idels, Appl. Math. Comput. 243 (2014) 899-910
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» At the end of [1], the authors provided a list with 9 open
problems:
2. Study global stability for the model

n N
xi(t) = —ai(t)xi(t —mi(t)) + D> Fir(t,(t —o(t))),  i=1,...,n
j=1 k=1
3. Derive sufficient stability test for
xi (t) = —ai(t)x(t — 7i(t)) + Z/ Fi(s,x(s — oj(s)))ds, i=1,....n
j=L e

5. Obtain sufficient stability conditions for

X0 = —aepu(e — () + 3 [ Kyl s)Fs(suns = s(s))s.

[1] L.Berezansky, E. Braverman, and L. Idels, Appl. Math. Comput. 243 (2014) 899-910
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General model
Hypotheses

» We consider the general family of DDE
xi(t) = —ai(t)xi(t — 7i(t)) + hi(t, x(t — 72 (t)), - - ., x(t — Tim(2))) + fi(t, xe),

fort>0,i=1,...,n where n,m € N, where
x¢ 1 (—00,0] = R" is defined by x;(s) = x(t + s) for s <O0.
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General model

General model
Hypotheses

» We consider the general family of DDE
xi(t) = —ai(t)xi(t — 7i(t)) + hi(t, x(t — 72 (t)), - - ., x(t — Tim(2))) + fi(t, xe),

fort>0,i=1,...,n where n,m € N, where
x¢ 1 (—00,0] = R" is defined by x;(s) = x(t + s) for s <O0.
» We consider the phase space [ Hale and Kato (1978)]

UG, = {gb € C((—o0,0]; R") : sup [9(5)] < 00 9s) unif. cont.} ,

s<0 &(s) "&(s)
2l
= ——— with = e = ~

Jolls = sup S with ] = [(s...x0)] = max b
where:
(g1) g : (—o0,0] — [1, 00) non-increasing, continuous, with g(0) = 1;
(g2) lim g(;(—&;)u) = 1 uniformly on (—o0, 0];

u—0—

(g3) g(s) = 00 as s = —c0.
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General model Hypotheses

For the general DDE

$4(8) = —ai( (e = (1)) + ho(tx(E — 7 (8)), . x(E = Tim(1))) + Fi(£,x), (6)
we assume, foreachi=1,...nand p=1,....m

(A1) aj: [0,+00) — (0, +00) is continuous such that

0 <a; < ai(t)
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General model

General model Hypotheses

For the general DDE

$4(8) = —ai( (e = (1)) + ho(tx(E — 7 (8)), . x(E = Tim(1))) + Fi(£,x), (6)
we assume, foreachi=1,...nand p=1,....m

(A1) aj: [0,+00) — (0, +00) is continuous such that

0 <a; < ai(t)
(A2) 7, 7jp : [0,400) — [0, +00) are continuous such that

7i(t) <7; and tIer;O (t — 7ijp(t)) = o0;
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General model

General model Hypotheses

For the general DDE

$4(8) = —ai( (e = (1)) + ho(tx(E — 7 (8)), . x(E = Tim(1))) + Fi(£,x), (6)
we assume, foreachi=1,...nand p=1,....m

(A1) aj: [0,+00) — (0, +00) is continuous such that

0 < a; <ai(t),
(A2) 7i,Tjp : [0,4+00) — [0, +00) are continuous such that
7i(t) <7; and tIer;O (t — 7ijp(t)) = o0;
(A3) h;:[0,400) x R"™ — R is continuous such that

|hi(t,u) — hi(t,v)| < Hi(t)lu—v|, t>0,u,veR",
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General model

General model Hypotheses

For the general DDE

$4(8) = —ai( (e = (1)) + ho(tx(E — 7 (8)), . x(E = Tim(1))) + Fi(£,x), (6)
we assume, foreachi=1,...nand p=1,....m

(A1) aj: [0,+00) — (0, +00) is continuous such that

0 < a; < ai(t);
(A2) 7i,Tjp : [0,4+00) — [0, +00) are continuous such that
7i(t) <7; and tIer;O (t — 7ijp(t)) = o0;
(A3) h;:[0,400) x R"™ — R is continuous such that
lhi(t, u) — hi(t,v)| < Hi(t)|lu—v|, t>0,u,veR™,
(A4) f; . [0,400) x UC; — R is continuous such that
fi(t, ) — fi(t, 9)| < Fi(t)lo = dllg, £ 20,0, € UG,
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Main stability criterion
Applications to Neural network models
Global asymptotic stability Numerical example

Main result

» Consider
xi(t) = —ai(t)xi(t — 7i(t)) + hi(t, x(t — 72 (t)), - - ., x(t — Tim(1))) + Fi(t, xt),
with bounded initial condition, i.e.
Xy, =, with tp >0 and ¢ € BC (7)

BC = {¢: (—00,0] = R"| ¢ is bounded and continuous}
BC C UG,
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Global asymptotic stability Numerical example

Main result

» Consider
xi(t) = —ai(t)xi(t — 7i(t)) + hi(t, x(t — 72 (t)), - - ., x(t — Tim(1))) + Fi(t, xt),
with bounded initial condition, i.e.
Xy, =, with tp >0 and ¢ € BC (7)

BC = {¢: (—00,0] = R"| ¢ is bounded and continuous}
BC C UG,
» Theorem 2: Assume (Al)-(A4). If

limsup [ Fi(t)+ Filt) +/ [a:(w) + Hi(w) + Fi(w)]dw | <1, (8)
t—+00 ai(t) t—7i(t)

then system (6) is globally asymptotically stable,

i.e. it is stable and

lim [x(t, to, ) — x(t, to,gZ))] =0, Vto>0, ¢, ¢ e BC;

t—-+o00
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Global asymptotic stability Numerical example

Proof (idea)

» First, we prove that x(t, to, ¢), the solution of (6)-(7), is
defined on R and bounded.
» We prove that the system (6) is stable.
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Proof (idea)

» First, we prove that x(t, to, ¢), the solution of (6)-(7), is
defined on R and bounded.

» We prove that the system (6) is stable.

» For tg > 0 and ¢, ¢ € BC,
let x(t) = x(t, to, p) and y(t) = x(t, to, ) and define

z(t) = (z1(2), ..., za(1)),

where z;(t) = |xi(t) — yi(t)], t >0,i=1,...,n.
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Main stability criterion
Applications to Neural network models
Global asymptotic stability Numerical example

Proof (idea)

» First, we prove that x(t, to, ¢), the solution of (6)-(7), is
defined on R and bounded.

» We prove that the system (6) is stable.

» For tg > 0 and ¢, ¢ € BC,
let x(t) = x(t, to, p) and y(t) = x(t, to, ) and define

z(t) = (z1(2), ..., za(1)),

where z;(t) = |xi(t) — yi(t)], t >0,i=1,...,n.
» As function z(t) is bounded, we define

7= max{limsupz,-(t) ti= 17--~7”}-

t—400

and we have z € [0, +00).
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Proof (idea)

» First, we prove that x(t, to, ¢), the solution of (6)-(7), is
defined on R and bounded.

» We prove that the system (6) is stable.

» For tg > 0 and ¢, ¢ € BC,
let x(t) = x(t, to, p) and y(t) = x(t, to, ) and define

z(t) = (z1(2), ..., za(1)),
where z;(t) = |xi(t) — yi(t)], t >0,i=1,...,n.
» As function z(t) is bounded, we define

7= max{limsupz,-(t) ti= 17--~7”}-

t—400

and we have Z € [0, +00).
» |t remains to be prove that Z = 0.
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» Choose i € {1,...,n} such that zZ = limsup z(t);
t—+00

ity of BAM Neural Network Models



Main stability criterion
Applications to Neural network models

Global asymptotic stability Numerical example

» Choose i € {1,...,n} such that zZ = limsup z(t);
t—+00

» By fluctuation lemma there is (tx)xen such that

tx 00, Iilzn zi(tx) =z, and Iilzn Z/(tx) = 0. (9)
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Main stability criterion
Applications to Neural network models

Global asymptotic stability Numerical example

» Choose i € {1,...,n} such that zZ = limsup z(t);
t—+00

» By fluctuation lemma there is (tx)xen such that
tx 00, Iilzn zi(tx) =z, and Iilzn Z/(tx) = 0. (9)
» Fixe > 0.

> : . o _ :
As z(t) is bounded, t_I:_TOO(t Tijp(t)) = 400, the properties

of function g, we can prove that:

for large k € N and w € [tx — 7i, tk], we have

|zollg <Z4+¢e and  |z(w —Tjp(w))| < Z +e. (10)

José J. Oliveira Asymptotic Stability of BAM Neural Network Models
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For large k € N, we have
zi(t) = sign(xi(te) — yi(t))(xi () — v/ (1))

A

< —ai(te)zi(te)
+ai(te) | (xi(te) — yi(te)) — (xi(te — 7i(te)) — yi(te — 7i(tx)))

+Hi(t) m:)x{\Z(tk — Tip(t))I} + Fi(ti)ll 2z, |l
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Main stability criterion
Applications to Neural network models

Global asymptotic stability Numerical example

For large k € N, we have
zi(t) = sign(xi(te) — yi(t))(xi () — v/ (1))

IN

—a,-(tk)z,-(tk)
(xi(te) = yi(t)) — (xi(te — 7i(te)) — yi(te — Ti(tk)))‘

+Hi(t) m:)x{\Z(tk — Tip(t))I} + Fi(ti)ll 2z, |l

+ai(ty)

= —ai(te)zi(tc) + ai(tx)

[ i) = yiw)

te—7i(tk)

+Hi(tx) max {lz(tc = 7ip(t)) |} + Fi(ti)llze, |l g
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Global asymptotic stability Numerical example

For large k € N, we have
zi(t) = sign(xi(te) — yi(t))(xi () — v/ (1))

IN

—a,-(tk)z,-(tk)
(xi(te) = yi(t)) — (xi(te — 7i(te)) — yi(te — Ti(tk)))‘

+Hi(t) m:)x{\Z(tk — Tip(t))I} + Fi(ti)ll 2z, |l

+ai(ty)

= —ai(te)zi(tx) + ai(tx) /ttk (xi (w) = yi(w)) dw

k—i(tk)

+Hi(t) max{\z tie — Tip(tk))| } + Fi(te)||ze, |l

tk

IN

—ai(te)zi(te) + ai(tx) /

te—7i(tk)

+H;(w) max {lz(w — mip(w))| } + Fi(W)”szg) dw

(awtw - )

+Hi(t) max{\z tie — Tip(tk))| } + Fite)||ze, |l
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By the previous estimations (10),

Zi/(tk) < fa;(tk)z,-(tk) + ai(tk)/

te—7i(tk)

ty

(a,-(w>z,-<w —7i(w))

g)dw

+Hi(t) mgx{\Z(fk —7ip(t))| } + Fite)l|ze, |14

+Hy(w) max {1z — 7,(w) } + Fi(w)] 2.

IN

_a,-(tk)Z,'(tk) + a,-(tk)(f + S) (/ttk (ai(W) + Hf(W) + ,:I(W))dW

k—Ti(tk)

+Hi(t) + Fi(fk))
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By the previous estimations (10),

Zi/(tk) <

IN

thus

/()

21(t) < —zi(tk)+ (2 +¢€) (/t

Main stability criterion

Applications to Neural network models
Global asymptotic stability Numerical example

—ai(te)zi(te) + ai(tx) /tk_ . (a,-(w)z,-(vv — 7i(w))

%) dw

+Hi(tx) mj)x{\z(m — Tip(tx)) } + Fi(ti) |z, ||«

—ai(ti)zi(t) + ai(te) (2 + ) (/tk

k—Ti(tk)
+Hi(t) + Fi(fk))

+Hy(w) max {1z — 7,(w) } + Fi(w)] 2.

(ai(w) + Hi(w) + Fi(w))dw

«—Ti(tk)

José J. Oliveira

Asymptotic Stability of BAM Neural Network Models
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Global asymptotic stability Numerical example

By the previous estimations (10),

Zi/(tk) < fa;(tk)z,-(tk) + ai(tk)/

te—7i(tk)

ty

(a,-(w>z,-<w —7i(w))

%) dw

+Hi(tx) mj)x{\z(m — Tip(tx)) } + Fi(ti) |z, ||«

+Hy(w) max {1z — 7,(w) } + Fi(w)] 2.

< —ai(t)zi(te) +ai(t) (2 + <) (/:k o (ai(w) + Hi(w) + Fi(w)) dw
+Hi(t) + Fi(fk))
thus
Z/(t) i t Hi(ti) + Fi(te)
a,-(tﬁ) < —zi(te) + (Z+¢) (/tkﬂ(tk) ai(w) + Hi(w) + Fi(w)dw + ka,—(tk) K )

Taking k — +oco and ¢ — 07, by (A1) and (9),
. : t
0<—-z+4+2Z (Iim sup <Hl(t)+Fl(t) +/ ai(w) + Hi(w) + Fi(W)dW))
t

t—+o0 ai(t) —ri(t)
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Applications

» Consider

/(1) = —ai(t)x(t — mi(t) + > <Z hije(t, xi(t — ik (t)))

j=1 \k=1

: (11)
[ Kty (s g,-,-(s»)ds) ,

i=1...,n.
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Applications
» Consider
n K
/(1) = —ai(t)x(t — mi(t) + > <Z hi(t, x;(t — Tk (t)))
j=1 \k=1
t (11)
[ K es(s - o))
~ i=1...,n.
» Define
A= [aU]ile’
by ai =1 a,(ai + Li)7i + Li oy = CalyTi+ Zijv P

a; EhH
where 0 < a; < a,—(t) < a, |K,'j(t, S)| < Kij, and L,'j = Z,’le Hijk +E,‘jFij.
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Applications to Neural network models

Global asymptotic stability Numerical example
Applications
» Consider
n K
/(1) = —ai(t)x(t — mi(t) + > (Z hiji(t, xi(t — T (t)))
j=1 \k=1
t (11)
[ K es(s - o))
i=1...,n.
» Define
n
.A = [au] Pj=1’
by ai =1 — a;(ai + I—aii)Ti + L ay = _é,-/-sz + Lijv i

where 0 < a; < a;(t) §I§;. |K(t,s)| < Ry, and L; - SR, Hi + Ry Fy.
» Theorem 3:

If Ais a non-singular M-matrix, then (11) is globally

asymptotically stable.
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» Consider

X/ (1) = —ai(t)x(t — () + > (Z hii(t, (¢ — T (2)))

j=1 \k=1

t (12)
[ Kttt - Q,.,.(s)))ds> 7

N i=1...,n
» Define
A= [og];

=1
(@i + Li)7i + Li L+ L ., .
bya;;:l—fa—’(a—i_a)T—i_ Oz,'j:—fai' JTa+ j,l;é_j,
where 0 < a; < a,—(t) ;5;, |K,'j(t7 S)| <&j, and I:,:: Zle Hix + ®ijFj.
» Corollary: Assume 7 (t) bounded.
If Ais a non-singular M-matrix, then (12) is globally
exponentially stable.

Proof: It is done with the change y;(t) = e*x;(t)
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Applications to Neural network models

Global asymptotic stability Numerical example

» Consider

X/ (t) = —ai(t)xi(t — 7i(t —|—Z <Zhgk (t,x(t — 7i(t)))

f (12)
[ Kt ens - ij(S)))ds> ,
E i=1...,n
» Define
A= [aU] 7J:1> C<A
byazl_% a__i#

where 0 < a; < ai(t) < ai, |Kj(t,s)| <&y, and I—u = Zk 1 Hix +x&jiFj.
» Corollary: Assume 7 (t) bounded.

If Ais a non-singular M-matrix, then (12) is globally

exponentially stable.

Proof: It is done with the change y;(t) = e*x;(t)
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Main stability criterion
Applications to Neural network models

Global asymptotic stability Numerical example

The previous results can be applied to BAM

xi(t) = —bi(t)xi(t — A1) + Z ci(£)hi(y;(t)) + Zdu i (s (t = ry(2)))

F>al0) [ Kile = 9lu(s - oi(s))ds + i(e)
" ie{l,...,l?},

; ; 13
yi() = =bi()yi(t — (1) + > &i()hi(x(t)) + Z i(xi(t — Fi(t)))

+Zéji(t) /j Kji(t — s)fi(xi(s — i(s)))ds + I;(¢t),

je{l,..., k}
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Applications to Neural network models

Global asymptotic stability Numerical example

The previous results can be applied to BAM

x!(t) = —bBi(t)xi(t — Ai(t +Zc,, h(yj(t)JerU hi(y;(t — ri(t)))

/ Kt — )F(y(s — 05(s)))ds + (1),

ie{l,...,l?}, (13)

¥ (t) = =bi(t)y;(t — r(t) )+Zcﬂ t)hi( X:(t))+zdﬂ i((t = Fi (1))

+Zéﬁ(t) / "Rt — )R (als — 3(s)))ds + I1(8),
je{l,....k}

< Hjlu—v|, |fj(u) = f(v)| < Fjlu—v|, Vu,v € R¥
< Ailu—v|, |fi(u) — f(v)| < Filu— v|, Yu,v € R

()~ hi(v)
[hi(w) = hi(v)
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» Assume that all coefficient functions are bounded:
bi(t) < bi,  bi(t)<b;, le(t) <ey &0 < &,
|dii(t)] < djj, |di(t)] < dji, |e;(t)] <&y, and [&;(t)] < éj,
» Define the matrix B as

B—[ D -P

b p , with P = [Pij];}xka P= [ﬁﬁ]kxl?

] (k+k)x (k+k)
where D = diag (1 — El?l, o1 —E@F,;),
D:diag(l—Blfl,...,l—kak

Pij = <f: + b ) [(cij + di)Hj + & Fj,
ﬁj,' = (rj + b ) [(CJ,' + dj,')H,' +gj,'/:,'].
» Corollary

If the matrix B is a non-singular M-matrix, then the BAM
model (13) is globally asymptotically stable.

\
~—
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» Numerical example:

() = —(6 + sin(t))x (t - ‘T@') + csin(t)y(t)
+dy(t — 10 — pt) + e e "oy (s)ds

—0o0

y/(t) = —(4 + cos(t))y (t - %) + earctan(x(t)) (14)

+d arctan (x(t — 10 — glog(t + 1)))
t
+é/ e " x(s)ds

—00

where p € [0,1), ¢ > 0, [c[ +|d| +|e| = 13, and |¢] +|d|+ & = }
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» Numerical example:

() = —(6 + sin(t))x (t - ‘T@') + csin(t)y(t)
+dy(t — 10 — pt) + e e "oy (s)ds

—0o0

y/(t) = —(4 + cos(t))y (t - %) + earctan(x(t)) (14)

+d arctan (x(t — 10 — glog(t + 1)))
t
+é/ e " x(s)ds

—00

where p € [0,1), ¢ > 0, [c[ +|d| +|e| = 13, and |¢] +|d|+ & = }

s | ° -3 | 0(8)2{3—\ﬁ73+\ﬁ}

9 9
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N,

solution (x(t).y(t))

0o0z2f| | ||
04| |

006 V

0.08 L . . L . . L . .
0 10 20 30 40 50 60 70 80 20 100
time t

Figure: Three solutions (x(t), y(t)) of system (14) where p=1, g =1,
c= %1, d=1e=é=0andé=d= %, with initial condition

©(s) = (0.01 + sin(s),0.01 4 0.01 cos(s)), ¢(s) = (0.1 cos(s), —0.06e*),
©(s) = (—0.02,0.02) for s < 0, respectively, at to = 0.

iy
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Thank you

This work is published in
Chaos, Solitons and Fractals, 164(2022) 112676.
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